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Example Labeled Property Graph (LPG)

Motivation

Node classification Node regression

The Design of LPG2vec: Marrying Graph Databases and Graph Neural Networks

Graph databases (GDBs) are a class of systems heavily used in the industry. A plethora of such systems exist, e.g.,
Neo4j, JanusGraph, Azure Cosmos DB, Amazon Neptune, Virtuoso, ArangoDB, OrientDB, GraphDB, TigerGraph,
GraphDB, Fauna, Dgraph, AllegroGraph, NebulaGraph, Blazegraph, Graph Engine, and many more. 
An established data model used in the majority of graph databases is called the Labeled Property Graph (LPG).
How to seamlessly enable the learning capabilities of Graph Neural Networks (GNNs) with GDBs?


